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Anderson Acceleration
L Motivation
Anderson Acceleration Algorithm

Solve fixed point problems
u=G(u)
faster than Picard iteration
uir1 = G(ug).

Motivation (Anderson 1965) SCF iteration in electronic structure
computations.
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Anderson Acceleration
L Motivation
Why not Newton?

Newton's method

U1 = ug — (1= G'(ug)) "' (ug — G(ug))

m converges faster,
m does not require that G be a contraction,
m needs G/(u) or G'(u)w.

Sometimes you will not have G’.
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Anderson Acceleration
L Motivation
Electronic Structure Computations

Nonlinear eignevalue problem: Kohn-Sham equations

Hiolii] = —3 V201 + V() = A 1=1,..., N

where the charge density is

N
p=_ vl
i=1

Write this as
H(p)V = AV
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Anderson Acceleration
L Motivation

Self-Consistent Field iteration (SCF)

Given p
m Solve the linear eigenvalue problem

H(p)V = AW

for the N eigenvalues/vectors you want.

m Update the charge density via

N
pe > [l
i—1

m Terminate if change in p is sufficiently small.

This is in the backend of most quantum chemistry/physics codes.
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Anderson Acceleration
L Motivation

SCF as a fixed-point iteration

SCF is a fixed point iteration

p < G(p)
Not clear how to differentiate G
m termination criteria in eigen-solver

m multiplicities of eigenvalues not known at the start
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Anderson Acceleration
LAlgorithms and Theory
Anderson Acceleration

anderson(ug, G, m)
u; = G(UQ); Fo = G(UO) — Ug
for k=1,... do
my < min(m, k)
Fk = G( k) — Uk
Minimize || 37 OaJ “Fk_m,+;| subject to > aJ’-‘ =1

Ugt1 = Zjnko ; G(Uk mk+,/)
end for
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Anderson Acceleration
LAlgorithms and Theory
Other names for Anderson

m Pulay mixing (Pulay 1980)

m Direct iteration on the iterative subspace (DIIS)
Rohwedder/Scheneider 2011

m Nonlinear GMRES (Washio 1997)
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Anderson Acceleration
LAlgorithms and Theory
Terminology

m m, depth. We refer to Anderson(m).
Anderson(0) is Picard.

F(u) = G(u) — u, residual

{aj’-‘}, coefficients

Minimize || 327 afFx—m, ;]| subject to 37 af = 1.
is the optimization problem.

|- ||, €2, 41, or £
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Anderson Acceleration
LAlgorithms and Theory
Solving the Optimization Problem

Solve the linear least squares problem:

mk—l 2
min |[Fx = Y af(Fx_m,j — Fi)|| ,
j=0 2
for {Ozjl-‘}j’.":ko_1 and then
mk—l
k k
j=0
More or less what's in the codes.
LP solve for || - ||z and || - ||. That's bad for our customers.
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Anderson Acceleration
LAlgorithms and Theory
Convergence Theory

m Most older work assumed unlimited storage or very special
cases.
m For unlimited storage, Anderson looks like a Krylov method
and it is equivalent to GMRES (Walker-Ni 2011).
m Anderson is also equivalent to a multi-secant quasi-Newton
method (Fang-Saad + many others).
m In practice m < 5 most of the time
and 5 is generous.
m The first general convergence results for the method
as implemented in practice are ours.
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Anderson Acceleration

LAlgorithms and Theory

Critical idea: prove acceleration instead of convergence.

m Assume G is a contraction, constant c.
Objective: do no worse than Picard

m Local nonlinear theory; ||eo|| is small.

m Better results for || - |2
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Anderson Acceleration
LAlgorithms and Theory
Linear Problems, Toth, K 2015

Here
G(u)=Mu+b, [M[| <c<1, and F(u)=b — (I — M)u.

Theorem: ||[F(uxy1)|| < c||F(uk)]|
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Anderson Acceleration
LAlgorithms and Theory
Proof: |

Since ) o = 1, the new residual is
Flugp1) =b— (1 —M)uepy
=" aj[b— (I = M)(b+ Muy_m, )]
=M b — (I — M)ug_pm, )]

= M3 o F(uk—my+))

Take norms to get ...
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Anderson Acceleration

LAlgorithms and Theory

my

Z ajF(uk—mk+j)

j=0

IF(ues)l < ¢

Optimality implies that

< [IF(ue)l-

my
> aF (U m, 1))
j=0

That's it.
Use Taylor for the nonlinear case, which means local convergence.
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Anderson Acceleration
LAlgorithms and Theory
Assumptions: m =1

m There is u* € RN such that F(u*) = G(u*) —u* = 0.
m ||G(u) — G(v)|| < cl||u— v]| for u,v near u*.
m G is continuously differentiable near u*

G has a fixed point and is a smooth contraction in a neighborhood
of that fixed point.
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Anderson Acceleration
LAlgorithms and Theory

Convergence for Anderson(1) with ¢2 optimization

Anderson(1) converges and

imsup IFic)l _
k—oo || (uk)ll2
Very special case:
m Optimization problem is trivial.
m No iteration history to keep track of.
On the other hand ...
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Anderson Acceleration
LAlgorithms and Theory
Assumptions: m > 1, any norm

m The assumptions for m = 1 hold.
m There is M,, such that for all Kk >0

my
> Jajl < Ma.
j=1

Do this by

m Hoping for the best.
m Reduce my until it happens.
m Reduce my for conditioning(?)
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Anderson Acceleration
LAlgorithms and Theory

Convergence for Anderson(m), any norm.

Toth-K, Chen-K
If ug is sufficiently close to u* then the Anderson iteration
converges to u* r-linearly with r-factor no greater than ¢. In fact

o (IF@OINY
imsw (jeGey) << L

Anderson acceleration is not an insane thing to do.
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Anderson Acceleration

LAlgorithms and Theory

Comments

The local part is serious and is a problem in the chemistry codes.

m No guarantee the convergence is monotone. See this in practice.

m The conditioning of the least squares problem can be poor.
But that has only a small effect on the results.

m The results do not completely reflect practice in that...

m Theory seems to be sharp for some problems. But ...
convergence can sometimes be very fast. Why?

m Convergence can depend on physics.
The mathematics does not yet reflect that.

m There are many variations in the chemistry/physics literature,
which are not well understood.

C. T. Kelley Anderson Acceleration Wamplerfest, June 6, 2017 22 /39



Anderson Acceleration
LAlgorithms and Theory
EDIIS: Kudin, Scuseria, Cances 2002

EDIIS (Energy DIIS) globalizes Anderson by constraining aJ’-‘ > 0.
The optimization problem is

m—1 2
Minimize ||Fy — Z aj-‘(Fk,karj —Fy)| = ||AOék — Fk”%-
j=0 2
subject to
my—1
ozj-‘ < 1,04}‘ >0
j=0
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Anderson Acceleration
LAlgorithms and Theory
This could be trouble

m This is a QP and we'd have to compute ATA.
A is often very ill-contitioned.

m We used QR before which exposed the ill-contitioning less
badly.

m You're looking for the minimum in a smaller set, can that
hurt?
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Anderson Acceleration
LAlgorithms and Theory
Convergence of EDIIS: Chen-K 2017

If G is a contraction in convex 2 then
ek — ul| < cH/0m D) e — u|

and the convergence is the same as the local theory when near u*.
Similar to global results for Newton's method.
Reflects practice reported by Kudin et al.
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Anderson Acceleration

LAlgorithms and Theory

Easy problem from Kudin et al

log{En-Ec)

SCF Cycle
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Anderson Acceleration

LAlgorithms and Theory

Hard problem from Kudin et al

EDIIS
EDIIS+DIIS -
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log(En-Ec)

L 1 L L 1 L o L I
0 100 200 300 400 500 600 700 800
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Anderson Acceleration
LAlgorithms and Theory
Multiphysics Coupling

Toth, Ellis, Clarno, Hamilton, K, Pawlowski, Slattery 2015-6
Objective: Iterate coupled simulations to consistency.
Problems:

m Black-box solvers
m Legacy codes

m Table lookups

m Internal stochastics

Jacobian information hard to get.
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Anderson Acceleration

L Algorithms and Theory

Reactor Physics

Clad Surface Temperature

Coefficients for heat flux

Thermal-
Hydraulics

Neutronics

Fixed point map has Monte Carlo neutronics.
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Anderson Acceleration
LAlgorithms and Theory
Results

m Theory and practice for Anderson.
Extends work for Newton (Willert-K, 2013)

m Technical but reasonable assumptions.
m Asymptotic results as particle count increases.
Given K, ¢ € (c,1), and w € (0,1) there is Np such that if
the number of particles is > Np then, if eq is sufficiently small,
Prob(|[F(ug)|| < &|[F(uo)[l) > 1 ~w

forall 0 < k < K.
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Anderson Acceleration
L Example
Example from Radiative Transfer

Chandrasekhar H-equation

H(u) = G(H) = (1 _C;/Ol B o) du)—l

w € [0,1] is a physical parameter.
F'(H*) is singular when w = 1.

p(G(H) <1-V1i-w<1
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Anderson Acceleration
L Example
Numerical Experiments

m Discretize with 500 point composite midpoint rule.
m Compare Newton-GMRES with Anderson(m).
m Terminate when ||[F(H)ll2/||F(Ho)|l2 < 1078
mw=.5.991.0
m0<m<3

m (1 (2, (> optimizations
m Tabulate

B Kmax: Max condition number of least squares problems
m S,,.. max absolute sum of coefficients
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Anderson Acceleration
L Example
Newton-GMRES vs Anderson(0)

Function evaluations:

Newton-GMRES Fixed Point
w 5 99 10 5 99 1.0
Fs 12 18 49 11 75 23970
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Anderson Acceleration
L Example
Anderson(m)

#F Optimization 2% Optimization £°° Optimization
w m | Fs  Kmax Smax Fs  Kmax Smax Fs  Kmax Smax
050 1 7 1.00e+00 1.4 7 1.00e+00 1.4 7 1.00e+4-00 1.5
099 1 11 1.00e+00 3.5 | 11 1.00e+00 40| 10 1.00e+00 10.1
1.00 1 | 21 1.00e+00 3.0 | 21 1.00e+00 3.0 | 19 1.00e+00 4.8
050 2 6 1.36e+03 1.4 6 2.90e+03 1.4 6 2.24e+04 1.4
099 2 10 1.19e+04 5.2 | 10 9.81e+03 5.4 | 10 4.34e+02 5.9
1.00 2 | 18 1.02e+05 43.0 | 16 2.90e+03 14.3 | 34 5.90e+05 70.0
050 3 6 7.86e+05 1.4 6 6.19e+05 1.4 6 5.91e405 1.4
099 3 | 10 6.51e+05 52 | 10 2.17e+06 5.4 | 11 1.69e+06 5.9
1.00 3 | 22 1.10e+08 184 | 17 2.99e+06 23.4 | 51 9.55e4+07 66.7
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Anderson Acceleration
L Example
Observations

m For m > 0, Anderson(m) is much better than Picard
m Anderson(m) does better than Newton GMRES

m There is little benefit in larger m

m /> optimization seems to be a poor idea

m /! optimization appears fine, but the cost is not worth it
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Anderson Acceleration
LSummary
How well does this REALLY work?

Our experiments and the rest of the world say ...

m Night and day salvation in electonic structure computations,
need a few hacks.

m Varies from a lot better than Picard to only a little better.

m Anderson theory is about residuals.
Conditioning less important for theory, but maybe in practice.

m Stochastic functions ok.
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Anderson Acceleration
L Summary
Summary

m Anderson acceleration can improve Picard iteration
m Implementation does not require derivatives

m Good when Newton is not possible
m Convergence theory (and practice) for 1965 version.
m EDIIS globalizes, but at a cost.

m Applications to electronic structure computations and
multiphysics coupling
m In TRILINOS/SUNDIALS for your acceleration pleasure.
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Anderson Acceleration
L Summary
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Anderson Acceleration
L Summary
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